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Abstract Testbed Conclusions

We successfully set up a Unified Storage System that
used two different caching schemes: bcache and dm-
cache. We found that:

Increases in computing power that have greatly Figure 2, shown below, provides a graphical representation of the
enhanced high performance computing have forced testbed. The testbed includes nine servers which include:
large-scale supercomputers to upgrade to faster

storage systems. We explored the combination of a e Supervisor/Login o SCSI Initiator e File sizes must be large enough to avoid internal

Unified backing Storage System and SSD/Flash e Connector/SCSI Tarcet o 6 Storase Servers : :
caching as a means of handling the large amounts of / 5 5 caching (via RAM) .
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methods, was tested on our test cluster. Solid state system using the provided software.

drives and Flash were used as burst buffers to speed
up the Unified Storage System’s read and write
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. e Analyze changes in I/0O performance when caching
Ove rvle w Figure 1 (Above) depicts the topology of the cloud storage system. This system is comprised of 6 storage servers, 1 connector, and a in different arecas Of the Unified Storage SyStem

supervisor. The storage servers contain one logical drive made up of two physical HDDs. Each logical drive is configured to have 6
nodes that house data objects. The nodes are randomly distributed within the storage system to maximize its reliability.

e Evaluate additional caching methods and fine-tune

Goal: . o existing techniques
Implement a Unified Storage System and test the 1/0 Unlfled StOrage SyStem
performance with and without SSD/Flash caching. e Group multiple Flash devices in a RAID 0 array
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3. Use SSD/Flash caching to increase performance
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4. Use benchmarking tools to test performance
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